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MODELING DECISION MARKETS 

 
Plott (2000) first modeled decision markets within the classical context of “rational expectations.” (For 
an overview of the theory of rational expectations, see Young and Darity (2001). Although decision 
markets have never been modeled within the context of efficient-markets, they can be easily so modeled: 
Em (ρj, t ) = (Pj,t | θ t) 
where 
 Em     = the market's expectation; 
 ρj, t    = the probability, at time t, of claim j being realized; 
 Pj,t      = the price of claim j at time t; and, 
 θt        = the information set utilized by the market at time t to form its expectation. 
In a decision market, θt contains both public information and inside information, thereby making the 
market efficient in the strong form of the theory, by definition.  
 
Given the “uncannily accurate” ability of decision markets to forecast the future, a forecasting model of 
these markets would be highly valuable to managers, hedgers, speculators, regulators, policy makers, 
and others who could utilize the predictions in decision markets for their respective purposes.  
 
One method would be to simply define a probability of, say, .75 (or higher) to be significantly greater 
than random chance, and to define a probability of, say, .25 (or smaller) to be significantly less than 
random chance. 
 
A more exact method would be to use a statistical tool such as a test for the difference between two 
means. To derive such a measure, define 
 

µt+n  = ρj, t+n − .5;    n = 0, 1, 2, 3, . . . 
 
so that µ is the probability distribution of deviations from random chance (i.e., ρ = .5), having mean tµ  
and standard deviation µσ  . Any reasonable assumption regarding the first two moments of the 
distribution of a given claim would generate a mean and standard deviation for the distribution so that 
with two means ( tµ  and .5) and two standard deviations, the difference between two means could easily 
be tested. Such a test would ascertain when a given claim/forecast was significantly greater or less than a 
forecast of random chance. A software program could easily monitor any decision market and 
continually perform tests for the difference between two means, alerting decision makers when such 
differences are statistically significant. 
 
The least restrictive assumption regarding the distribution of claims (and, thus, the most powerful 
decision rule) is the assumption that claims in a decision market can follow any distribution. The 
decision rule in this case can be derived by using Chebyshev’s Inequality (which is “distribution free” 
and applies to all probability distributions, regardless of the values of any of their moments). (For 



readers unfamiliar with Chebyshev’s Inequality, see any comprehensive textbook in statistics; for 
example, see Shiffler and Adams (1990).)  
 
To derive a distribution-free decision rule, define ψ to be  
 
 t

tt µ−µ=ψ
 
where  µt and tµ   are defined as above. Let π be the probability distribution of ψ.  In accordance with 
Chebyshev’s Inequality: 
  
 
where K = 2   so that (K2)-1 = .5, i.e., random chance. 
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Finally, define π* to be any probability that is significantly less or significantly greater than random 
chance.  Expanding Chebyshev’s Inequality above, 
 
 

µµ σ+µ≥π≥σ−µ 22 t
*
tt 

and values of π* so derived represent probabilities significantly less and significantly greater than 
random chance, respectively. Forecasts so derived could offer considerable utility to managers, hedgers, 
speculators, regulators, policy makers, and others who routinely rely upon forecasts in order to make 
their respective decisions. 
 
(Note: The above application of Chebyshev’s Inequality – to determine when a probability is 
significantly different than random chance – was created by the author and used in his dissertation at the 
University of Michigan, Ann Arbor. The dissertation has purposefully not been cited in the bibliography 
of this paper in order to preserve author anonymity for the reviewer.) 
 

SUMMARY AND CONCLUSION 
 
Decision markets are an interesting anomaly. Operating in cyberspace and completely unregulated, these 
markets are arguably the most efficient markets in all of history. Unlike regulated markets, decision 
markets thrive on inside information. 
 
A large body of anecdotal evidence, as well as a smaller body of statistical evidence, has found that the 
predictions in these markets have proven to be “uncannily accurate” forecasts of the future, including the 
financial future. Decision rules can be derived to identify which forecasts are significantly different from 
those predicted by random chance. Forecasts so identified could offer considerable managerial, 
economic, social, and political utility. 
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