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ABSTRACT  

 
In this research we propose a spam classification method which integrates the Naïve Bayesian Classifier 
(NBC) and Support Vector Machine (SVM). NBC adopts the concept of Bayesian theory for 
classification, and combines the conditional probability with feature count as input data for SVM. The 
classification features generated from spam data set are used to train and test the proposed method.  

 
INTRODUCTION  

 
To deal with the problems of spam, many approaches such as decision trees, k-nearest neighbor, back-
propagation neural network, Bayesian methods and support vector machines have been proposed. Naïve 
Bayesian Classifier (NBC) is a simplified form of Bayes’ rule that assumes independence of the 
observations. Researches [3][9] demonstrated that NBC has competitive performance in comparison 
with other learning algorithms. On the other hand, Support Vector Machine (SVM) is one of the most 
widely used machine learning techniques for classification and regression developed by V. Vapnik, and 
has better performance in text classification, pattern segment and spam classification, etc. 
[6][11][12][15].  

 
For text classification, features which consist of words or symbols are selected to represent the entire 
text or mail. In the first stage of this research, NBC is proposed to classify data set and calculate the 
conditional probability of features generated from the procedures of feature selection. In the second 
stage of this research, SVM is applied to improve the classification performance. Eventually, the 
proposed two-stage classifier, NBC+SVM, is compared with other known classification methods using 
the precision and recall rate.  

 
THE PROPOSED CLASSIFIER NBC+SVM  

 
Feature Selection  
 
In English texts or mail, words are explicitly separated by white spaces, and extraction of words is 
straightforward. Furthermore, feature selection is performed to choose representative terms for each 
class such that these terms can distinguish one class from the others. Some feature selection methods 
have better performance on text classification problems like Term Frequency- Inverse Document  

Frequency (TF-IDF), Information Gain, X 
2 

statistic, Mutual Information, etc,. As revealed in previous 
research [14], TF-IDF is a well-known methods with better performance, thus we apply the TF-IDF to 
feature selection.  
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Integration of NBC and SVM  
 
The feature counts are usually treated as the input data for SVM to train the classifier. However, the 
reason for using the feature count as input data to SVM may be insufficient in spam classification. 
Therefore, in our proposed two-stage classifier, we apply not only the concept of feature count but also 
the conditional probability of features from the first-stage classifier NBC[1][2][7]. In other words, the 
values of feature counts are multiplied by the conditional probability of NBC to represent the input data 
of SVM. The input data of SVM is composed of the conditional probability and feature count.  
We describe the proposed two-stage classification method as following steps.  
1 Prepare the spam data set (Ling-Spam) for the proposed classifier.  
2 Select features from the prepared spam data set by TF-IDF for feature selection.  
3 Calculate the prior and conditional probability (representative probability of features) of NBC as the 

first stage of proposed classifier.  
4 Calculate the posteriori probability of NBC and classify the spam data set (Ling-Spam).  
5 Combine the conditional probability of NBC and feature count as input data to train SVM classifier.  
6 Combine the conditional probability of NBC and feature count as input data to test SVM classifier.  
7 Calculate the precision and recall rate from the evaluated results and compare with other methods.  
 

EXPERIMENT PROCESS AND RESULTS  
 
In first-stage of this research, we use Visual Basic 6.0 to develop the program of NBC. Furthermore, the 
probability values of features are inputted to the Access data file format and connected to the primary 
program. When finishing the NBC in the first-stage classification, SVM is proposed to the second-stage 
classification. In this stage, we use C.J. Lin’s LIBSVM [5] for our experiment. Table 1 is the results of 
precision and recall rate of NBC+SVM classifier. According to the result, NBC+SVM classifier has best 
performance compared with other classification methods.  

 
Table 1. The precision and recall rate of NBC+SVM and other methods  

 
Method 
Criterion  

NBC+SVM  
Memory 

Based k-NN 
[10]  

Outlook 
Pattern  

Boosting 
Tree[4]  

Precision 
Rate (%)  96.18  95.62  87.93  91.27  

Recall Rate 
(%)  93.39  85.27  53.01  84.80  

 
CONCLUSIONS  

 
In this research, we propose a NBC+SVM classifier for the spam classification problem. Results show 
that NBC+SVM classifier has better precision and recall rate than other classification methods.  
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