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ABSTRACT

This paper provides a technical overview of Oracle 11g Data Guard capabilities as a solution for high availability database systems.  The focus is on how the software enables the management of both planned and unplanned downtime, and highlights improvements in capability provided by converting from Oracle 10g to Oracle 11g.

INTRODUCTION
A high availability system supports business processing on a 24 hour a day, seven day a week basis.  High availability systems must also provide for no or very limited data loss – data protection is a key component of these systems.  Examples include retail point-of-sale operations, customer telephonic support systems, hospital information systems, and similar systems where the ability of a firm to meet customer needs is critical.  High availability as a performance metric is measured against a well-known standard termed the five 9's meaning an application system is available 99.999% of the time.  This equates to only about five minutes of downtime on an annual basis.  
This report paper synthesizes material from numerous other technical sources in order to provide the interested reader with a detailed overview of Oracle’s high availability architecture.  An overview of Oracle high availability can be retrieved electronically [3].  A technical report that details Microsoft SQL Server’s high availability approach is available [2].  
DOWNTIME

Database downtime includes both planned and unplanned downtime.  Planned downtime includes the installation of software updates such as system patches, and data modifications including changes to the database structure.  Planned downtime involves moving application processing to a secondary, standby database.  Data Guard does this by upgrading a standby database to the role of a primary database.  
Unplanned downtime can result from either system or data failures.  System failures that fall within the disaster category, such as the loss of an entire primary database, are the subject of this report.  Data Guard protects from disaster failures through the maintenance of standby databases that duplicate the storage of data for a primary database.  
DATA GUARD AND ACTIVE DATA GUARD
Oracle implements high availability through its Data Guard software that is a built-in component of the Oracle 11g Enterprise Edition and does not require a separate license.  Beginning with version 11g, Oracle also provides Active Data Guard.  Active Data Guard is licensed separately for the 11g Enterprise Edition.  In general, we use the term Data Guard to refer to Oracle’s standard high availability solution; and we specify the term Active Data Guard where features are only provided through this additional license.  
ORACLE MAXIMUM AVAILABILITY ARCHITECTURE

The Oracle Maximum Availability Architecture (MAA) [8] is a set of "best practice" guidelines for using technology to achieve high availability for very large databases.    Oracle advertises the following benefits of the MAA:
· Reduce implementation costs through the provision of guidelines for configuring high availability systems.

· Eliminate or minimize downtime for both planned and unplanned downtime.
· Control the amount of data loss incurred due to various failures.

Figure 1 illustrates an Oracle MAA based on Data Guard.  Client computers store and retrieve data by interfacing with Oracle Application Servers.  The Oracle Real Application Cluster (RAC) software is used at two separate sites to manage two databases – a primary site and a secondary site used for failover.  The secondary site has redundant middle-tier application servers and a standby database.  Data Guard can support multiple standby databases, all of which are synchronized with the primary, production database by Oracle Data Guard software.  
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Figure 1.  MAA Architecture

Oracle Net Services software connects primary and standby databases in the MAA architecture without any restrictions on the geographic site locations.    When failure occurs, Oracle Data Guard automatically fails over all data processing to a specified standby database.  Application users of the client computers will not be aware that a failover situation has occurred as various services and triggers automatically point client computers to the newly promoted primary site.
There are some architectural restrictions to the MAA.  Both primary and standby databases must connect to servers that use the same release of Oracle Database Enterprise Edition, except that rolling database upgrades can be made to logical standby databases.  The architecture is also very flexible.  The operating systems for the primary and standby sites do not need to be identical.  A primary site could run on a Windows-based operating system while a standby site could run under the LINUX operating system, or vice-versa.  Likewise, the hardware configurations do not need to be identical.    
STANDBY DATABASES

Data Guard supports up to nine standby databases for a primary database.  Each standby database maintains a transactional, consistent copy of the primary database through the use of redo data.  As transactions process on the primary database, redo data is generated and stored to the redo logs of the primary.  A series of various background services called redo transport services transport the redo data to the standby databases, where the redo data records are written to a set of redo logs belonging to each standby database.  A set of background services termed apply services run on each standby server.  Apply services use the redo data to apply transactions so that each standby database is synchronized with the primary.  There are three types of standby databases: physical, logical, and snapshot.  Oracle high availability systems can include any appropriate mix of these types.
Physical Standby Database
A physical standby database is identical to the primary database on a block-for-block basis.  This includes identical indexes and schemas.  A physical standby database can only be updated from the primary site when the physical standby database is open in a read-only status.  It cannot process data manipulation language (DML) operations, such as row insertions, updates, and deletions; however it can improve primary database performance by offloading application processing to the standby database.  The Active Data Guard option available in Oracle 11g includes Real-time Query – a feature that  supports queries and report generation.  Offloading query and report generation operations to a standby database can significantly reduce the overhead on the primary database.
Logical Standby Database

A logical standby database does not require the same physical organization as the primary.  This means that a logical standby database can be organized using a different physical layout in terms of disk drives and database tablespaces.  While the physical organization may differ, a logical standby database does contain the same business data as the primary.  A logical database can operate in read-write mode.  The read-write mode supports reporting and data aggregation that require read-write capability, and the use of local indexes and materialized views can be used to optimize these tasks.  Note that DML operations are restricted to local tables in schemas not updated from the primary.  
Snapshot Standby Database

A snapshot standby database is a new type of standby database with Oracle version 11g.  This type of database is created by converting a physical standby database to a snapshot standby database.  A snapshot standby database does not apply redo data that is transferred from the primary database; rather, the redo data accumulates in the redo log files of the standby database.  This means that snapshot standby database tables and other database objects do not contain the same information as the primary – the data stored in the snapshot database lags the primary.  Accumulated redo data is applied to the database only when a snapshot standby database transitions back to a physical standby database.  Snapshot databases are ideal for testing purposes.  
DATABASE UPGRADES AND SYNCHRONIZATION

Figure 2 illustrates database synchronization (adapted from [5]).  In this figure the horizontal line separates the primary from the standby database processes and files.  
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Figure 2.  Database Synchronization

An Oracle database instance includes numerous memory caches and background memory processes.  The database writer process (DBWn) allows multiple writer processes to optimize I/O for the database as modified data blocks are written to the database files.  The log writer (LGWR) process writes redo log records to mirrored groups of online redo log files.  The archiver (ARCn) process archives the online redo log files to archived redo log files on the primary.  
The LogWriter Network Server (LNS) uses both synchronous and asynchronous methods to transmit redo log data to the Remote File Server (RFS) process of the various standby databases.  The RFS receives redo data from the LNS of the primary database and writes the data to a set of archive redo log files associated with the standby database.  The Managed Recovery Process (MRP) for physical standby databases applies redo data to synchronize a physical standby database through the use of Redo Apply technology.  This same process is used to synchronize snapshot standby databases that are transitioned to become physical standby databases.  The Logical Standby Process (LSP) at logical standby databases applies redo data to synchronize a physical standby database through the use of SQL Apply technology.  Additional background processes required to keep standby databases synchronized with the primary database are discussed in a full version of this paper available from the author.

PROTECTION MODES

Data Guard provides three different protection modes for data processing  Maximum performance is the default mode and it emphasizes performance over data loss – it not guarantee that data will not be los, but the amount of data lost is limited to that data being shipped to a standby database.  This mode of operation is appropriate when transmitting over a wide-area network, such as the Internet, where an organization cannot control network latencies.  The maximum protection mode provides zero-data loss during recovery and is a mode typically used by financial institutions.  It provides the highest level of primary database protection.  A transaction must commit to at least one standby database prior to committing the transaction on the primary database.  The maximum availability mode is a compromise between maximum protection and maximum performance.  This mode attempts to provide zero-data loss while keeping the primary database from being affected by standby server failures.  Data loss only occurs if the primary database fails prior to the resolution of standby database failures.  Also, the synchronous transmission of redo data for this mode can affect response time and throughput for synchronization as with the maximum protection mode.
SWITCHOVER AND FAILOVER

Data Guard’s role management services allow you to manage the task of role reversals among primary and standby databases.  This is called a role transition and involves initiating a transition between the primary database and one of the standby databases.  Role transitioning from primary to standby or standby to primary is accomplished by either a switchover or failover operation.  
Switchover reverses roles between a primary database and one of the standby databases, and is used primarily for maintenance (planned downtime) of the primary database or database server.  There is no loss of data during a switchover.  Failover occurs when the primary database fails and can be either manual or fast-start failover, which enables the automation of failover.  With fast-start failover enabled, the Data Guard Broker monitors the system and determines when to initiate failover.  The standby database targeted as the new primary is specified in advance by use of the Data Guard Broker’s FastStartFailoverTarget parameter or through use of Oracle Enterprise Manager.  When the old primary is repaired, it will automatically revert to a standby database mode. 
Fast-start failover requires an Observer process, a “lightweight process integrated in the Data Guard Manager client-side component” [5].  The Observer process checks the availability of the primary database on a continual basis.  When both the Observer process and the target standby database cannot connect to the primary, fast-start failover is initiated.  Other issues such as client failover, node failure, partial-site failover, and complete site failover are detailed in the full paper available from the author.  
SUMMARY OF NEW ORACLE 11G DATA GUARD FEATURES

The new features or Oracle 11g Data Guard are detailed in two Oracle white papers [5, 6]. 
	Database Type
	Feature

	Physical Standby 

Database
	· Identical to primary database on block-for-block basis.

· Only updated from primary database when opened as read-only.

· Supports queries and report generation, but no DML or upgrades.

· Synchronizes with primary using Redo Apply technology.

	Logical Standby 

Database
	· Does not require same physical organization as the primary database—can be stored on different hardware with different layout.

· Can operate in read-write mode.

· Supports queries, report generation, DML, and database upgrades.

· Synchronizes with primary using SQL Apply technology.

	Snapshot Standby 

Database
	· Redo data accumulates and is not applied while the database is configured as a Snapshot database.

· Can transition to a physical standby database.

· Can operate in read-write mode.

· Can transition to a physical standby database, providing a production-like test platform.


Table 1.  Standby Database Features
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