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ABSTRACT
This paper presents the tradeoff between fixed-point versus floating-point FFTs in orthogonal frequency division multiplexing (OFDM) systems in terms of accuracy and power consumption. The algorithm used for fixed-point FFT is Cooley-Tukey radix-2. The effect of number of bits in the performance of OFDM system is discussed. Then this performance is compared to that of the floating-point FFT. Furthermore, for the OFDM system, QPSK modulation is implemented and simulated using MATLAB. Bit error rate (BER) of both fixed-point FFT OFDM system and floating-point FFT OFDM system are compared.  As a result, 12-bit FFT is the optimal choice in terms of minimum power consumption while meets the QPSK-OFDM system BER requirement.  
INTRODUCTION

Today’s fast growth of wireless communication requires high speed, reliable, and spectrally efficient communications over the mobile wireless channels. However, two of the most important problems in wireless communications are frequency selective fading channels and power consumption. These two challenging problems are studied and reported in this paper.
First, multi-carrier modulations, in particular, orthogonal frequency division multiplexing (OFDM), have enjoyed popularity in the past several years. As indicated in [1-2], OFDM modulation with cyclic prefix can be used to transform frequency selective fading channels into multiple flat fading channels. Therefore, the cyclic prefix is defined in both IEEE802.11 and 802.16 to overcome the frequency selective fading channels. Due to its advantages of improving bandwidth efficiency and data throughput over frequency selective mobile radio channels, OFDM has been used in many new digital wireless applications, such as wireless local area network (LAN). In this paper, we present the OFDM system with cyclic prefix in wireless fading channels.  
Second, the fast Fourier transform (FFT) is the most effective way to realize the OFDM systems. Fig. 1 depicts the simplified OFDM transmitter and receiver by using IFFT and FFT processors. In the transmitter side, the modulation mapper alters the bit streams b into the binary phase shift keying (BPSK) or quadrature phase shift keying (QPSK) data symbols. The Serial-to-Parallel (S/P) operation essentially performs the grouping of N consecutive data symbols into N parallel inputs to the Inverse FFT (IFFT). After the IFFT, the N-point IFFT outputs are put into a serial stream by a Parallel-to-Serial (P/S) operation. Finally, this sequence is transmitted via a digital-to-analog converter (D/A) and an up-converter, as depicted in Fig. 1. All the reverse operations take place on the receiver side. The estimated bit b is demodulated at the receiver output.
The most power consumption component of the OFDM transceiver is the FFT/IFFT processors. In general, floating-point (i.e. 32-bit) FFT processors consume a lot of power while maintaining high numerical accuracy. On the other hands, fixed-point FFTs, for example, 16-bit processors, consume 50% less power (as opposed to 32-bit floating point processors).  However, the accuracy of the FFT will be suffered if the number of bits employed is too small. In this paper, the effect of the fixed-point FFT (less power consumption) vs. floating-point FFT (more power consumption) for OFDM systems will be studied. Both fixed- and floating- point FFTs are designed using Cooley-Turkey radix-2 algorithm. Then the effect of different number of bits in the fixed-point FFT is compared to that of the floating-point FFT. Furthermore, for the OFDM system, QPSK modulation is implemented and simulated using MATLAB. Bit error rate (BER) performance of both fixed-point FFT OFDM system and floating-point FFT OFDM system are compared. The tradeoff between power consumption and BER performance of these two wireless OFDM systems are studied.
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Fig. 1(a): Simplified transmitter block diagram


Fig. 1(b): Simplified receiver block diagram  
FFT ALGORITHMS
Fixed-point vs. Floating-point FFT implementation

In computation of the DFT, better efficiency can be achieved by changing the computation into smaller DFT calculations. Algorithms that take this separation in the input sequence x[n] are called decimation in time (DIT). Alternatively if the division is in the output sequence; then we have decimation in frequency (DIF). In this paper, radix-2 DIT which is one of the most common forms of Cooley-Tukey algorithm was used. In order to implement in-place calculations, the framework suggested in [3] has been used. The algorithm first creates a bit reversal of input sequence. Then twiddle factor calculation will be done. The last step is doing butterfly calculation for every stage of the FFT. In figure 2, the effect of number of bits in twiddle factor calculation is demonstrated. As it can be seen 8-bit FFTs have misplacement in some of the factors in final result. 
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Fig. 2: Twiddle factor calculation for N=64 for 8-bit (*) and floating-point FFTs (o)
This error shows itself in the performance of FFT later. After implementing the FFT and calculation of the twiddle factors, a comparison of different fixed-point FFTs with floating-point FFTs is shown in Figure 3.
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     Fig. 3(a): 8-bit FFT vs. floating point FFT


Fig. 3(b): 12-bit FFT vs. floating point FFT

SIMULATION RESULT

The baseband operation of the receiver and transmitter of the QPSK OFDM system shown in Fig. 1 is simulated in additive white Gaussian noise (AWGN) channels with fixed- and floating -point arithmetic.  The BER results of implementing fixed-point FFTs in 8- , 10- , 12-, 16- bit, and floating-point in the OFDM system are depicted in Fig. 4.  As it shows, there are significant differences in the BER performance of 8-bit FFTs versus floating-point FFTs in the QPSK OFDM system. Therefore, although 8-bit FFTs consumes only 25% power in comparison with 32-bit FFTs, it can’t be used due to poor BER performance. On the other hand, the results of BER performance of both 12-bit and 16- bit QPSK-OFDM systems are very close to that of the floating-point system. Hence 12-bit FFT is the optimal choice in terms of minimum power consumption while meets the OFDM system requirement.  
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    Fig. 4: BER performance of QPSK-OFDM
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