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ABSTRACT

K-means is a popular algorithm in document clustering, which is fast and efficient. The disadvantages of K-means are that it requires one to set the number of clusters first and select the initial clustering centers randomly. Latent Dirichlet Allocation (LDA) is a mature probabilistic topic model, which aids in document dimensionality reduction, semantic mining and information retrieval. We present a document clustering method based on LDA and K-means (LDA_K-means). In order to improve document clustering effect with K-means, we discover the initial clustering centers by finding the typical latent topics extracted by LDA. The effectiveness of LDA_K-means is evaluated on the 20 Newsgroups data sets. We show that LDA_K-means can significantly improve the clustering effect in contrast to clustering based on random initialization of K-means and LDA (LDA_KMR).

INTRODUCTION

As Big Data applications undergo rapid development, it has become easier to store and analyze mass datasets. However, people could easily be lost in huge information produced from blogs, BBS and mobile terminals every day. Document clustering is an important information processing method which can automatically organize large amount of documents into a small number of meaningful clusters and find latent structure in unlabeled document collections. Document clustering is often used in intelligence analysis field to resolve the issue of information overload[1].

K-means algorithm is one of the partitioned-based clustering algorithms[2], which has been popularly used in such areas as information retrieval[3] and personalized recommendation[4]. However, in traditional K-means algorithm, initial clustering centers are selected randomly. Hence, the cluster results are too dependent on the initial clustering centers, especially when documents are represented with a bag-of-words (BOW) model. When using raw terms as features, documents are often represented as high-dimensional and sparse vectors–a few thousand dimensions and a sparsity of 95% to 99% is typical [5]. In such situations, if we use K-means in document clustering, we must solve two problems: One is how to reduce the document dimensionality and capture more semantic of documents as efficient as possible; another is how to discover the initial clustering centers that can represent most semantic information of the latent clusters.

For the first problem, we will use Latent Dirichlet Allocation (LDA)[6] to model documents. In fact, document clustering and LDA are highly correlated and LDA can mutually benefit document clustering. As one of the basic topic models, LDA can discover latent semantic structure in document corpus. The latent semantic structure is able to put words with similar semantics into the same group. The topics can capture more semantic information than raw term features. So, through LDA model, each document will be represented into a topic space to reduce the noise in similarity measure. Hence the latent grouping
structure of the documents can be identified more effectively.  
For the second problem, we present an algorithm of discovering initial clustering centers based on LDA.  
Given a document corpus, we will input results from LDA to K-means. However, we cannot simply cluster documents into the topic structure, because there always exist some disturbance topics whose semantic meaning is fuzzy. Hence, we propose a method which can find typical topics and discover the initial clustering centers for K-means. This is the major contribution of this article.

RELATED WORK

K-means algorithm is based on the objective function of prototype. How to optimize initial clustering centers of K-means is very important for improving clustering effect. In general clustering literature[7-10], some improved algorithms are proposed. See[11] for a broad overview. Unlike general clustering, the document clustering must consider the processing to document dataset, such as document dimensionality reduction[12].One popular method is based on topic model, including Latent Semantic Indexing(LSI), probabilistic Latent Semantic Indexing (pLSI), Latent Dirichlet allocation (LDA), etc. The basic idea of methods based on topic model is to transform documents from raw word space to latent topic space.

LDA is a completely generative probabilistic topic model. In generative probabilistic topic model, we treat our data as arising from a generative process that includes hidden variables. This process defines a joint probability distribution over both the observed and hidden random variables[13]. So, in LDA, the latent variables are represented as polynomial distribution over words, exiting in the whole corpus. A document could be represented as a polynomial distribution over topics.

Through topic extraction, we can reduce the document feature dimensionality[14] and measure the similarity between the documents. Since Blei and coauthors first represented the LDA in 2003, many improvement works were made. The Topic Over Time model (TOT) was represented for topic evolution with the change of time[15]. An unsupervised LDA model based on WordNet used the sense of word as latent variable, which could solve the problem of Word Sense Disambiguation (WSD)[16]. In addition, some future directions, such as evaluation and model checking, visualization and user interfaces et al. were discussed in detail by Blei (2012).

In fact, many researches[17,18] have applied LDA to document clustering. Millar et al. (2009) presented a document clustering and visualization method based on LDA and self-organizing maps (LDA-SOM)[19]. Xie and Xing (2013) integrated document clustering and LDA. They proposed a multi-grain clustering topic model (MGCTM)[20] which integrated document clustering and topic model into a unified framework and jointly performed the two tasks. However, in the process of LDA-SOM and MGCTM, how to identify disturbance topics is still a problem unsolved. Especially for MGCTM, they need to set the global and local topic numbers, which increases the complexity of the problem. In addition, all document clustering methods based on K-means above, have a same problem that the initial clustering centers remain randomly selected as traditional K-means dose. So this article present a new method to discover the initial clustering centers for K-means.

**LDA_K-means**

**Algorithm of Discovering Initial Clustering Centers for K-means**

Traditional K-means algorithm needs to select the initial clustering center randomly. It is clear that it always lacks semantic correlation between clustering center and cluster members finally. In addition, a single document in corpus contains few words that could represent the cluster semantic. So it usually spends many iterations to find appropriate clustering centers. However, our method will improve this situation by using LDA. We assume that there must exist some latent clusters in a document set. By
LDA, we get some topics of document set. As we discussed in section 1, the typical topics can give import semantic information to the latent clusters. So, it is important to find the typical topics. We first select the typical topic by document support number of topic, noted as a parameter $C$. Then, we select initial clustering centers through support documents of the typical topic. The algorithm is described as follows.

Algorithm of discovering initial clustering center for K-means

1. Input a corpus with $M$ documents.
2. Generate document-topic matrix $\theta$ with $T$ topics by LDA.
3. For each topic:
   i. Compute the mean value of support degree of document to topic, noted as $P$.
   ii. Select document as a support document whose document support degree is greater than $P$.
   iii. Compute the document support number $C$ and the mean value of support document set noted as $D$.
   iv. If a topic whose document support number is greater than or equal to $C_0 = \frac{M}{T}$ exists, we select this topic as a typical topic.
   v. Repeat process (iv) until no new typical topic is generated.
4. Compute the number of typical topics as cluster number $K$ and choose vector $D$ of each typical topic as initial clustering center.
5. Output the cluster number $K$ and initial clustering center set $\{D_1, D_2, ..., D_K\}$.

Note that the role of parameter $C_0$ is to find out the typical topics. Usually, different value of $C_0$ generates different number of typical topics. We assume that a topic is a typical topic whose document support number is greater than the mean value $\frac{M}{T}$.

LDA_K-means algorithm

We have determined the initial clustering centers already. The next step is document clustering using K-means. Through the empirical comparison made by Lee (1999), Jensen-Shannon divergence performed better than Euclidean distance to measure distributional similarity[21]. So, we use Jensen-Shannon divergence instead of Euclidean distance in LDA_K-means algorithm.

LDA_K-means algorithm

Input:
- Document-topic matrix $\theta = \{\theta_1, \theta_2, ..., \theta_M\}$ and $T$ topics generated by LDA model, where $\theta_i$ means the document-topic vector of the $i$th document.
- The initial clustering center set $\{D_1, D_2, ..., D_K\}$ generated by algorithm of discovering initial clustering center for K-means.
- $i=1$.

Process:

a) Compute the Jensen-Shannon divergence between $\theta_i$ and clustering center $\{D'_1, D'_2, ..., D'_K\}$.
   Distribute $\theta_i$ to the nearest cluster according Jensen-Shannon divergence;

b) For the new clusters, recalculate the clustering centers $\{D''_1, D''_2, ..., D''_K\}$.
   $i=i+1$;

c) Repeat the steps a) and b), until the distance between new center and the original center is zero or less than a specified threshold.
Output: the final clustering center and all documents belonging to each cluster.

Algorithm Complexity
In topic model and document clustering, we often concern about algorithm complexity. If a document cluster model suffers from potentially high computational costs, we will consider whether it is worth to use, especially for large size of document collections.
Liu and Croft (2004) used a three-pass K-means algorithm primarily motivated by its efficiency\[^{22}\]. They showed that the running time for each pass/iteration grew linearly with the number of documents (N) and the number of classes (K), i.e., O(KN). Wei and Croft (2006) gave a more detailed analysis about LDA algorithm perplexity due to the large size of document collections. They showed that the complexity of each iteration of the Gibbs sampling for LDA was also linear with the number of topics (K) and the number of documents (N), which was also O(KN)\[^{23}\].

The time-consuming part of algorithm of discovering initial clustering center for K-means is linear with K, C and N, where K is the topic numbers, C is document support number of topic, N is the number of documents. So, the time-consuming of LDA_K-means for each pass is linear with the total number (N) of documents to be clustered.

Experimental Evaluation
We experimentally evaluate the performance of LDA_K-means using 20 Newsgroups dataset\[^{24}\]. Nowadays, it has become the standard dataset in the field of machine learning. In the rest of this section, we will describe information of experimental dataset first. Then, we gave experimental measures. Finally, we compared the clustering result between LDA_K-means and clustering based on random initialization of K-means and LDA (LDA_KMR).

The 20 Newsgroups dataset is a supervised dataset collected from 20 different netnews newsgroups. We choose 6 newsgroups as a cluster structure by artificial judge: alt.atheism, comp.sys.ibm.pc.hardware, rec.motorcycles, rec.sport.baseball, sci.space and talk.politics.gun. For computing the evaluation measure easily, we randomly select 300 documents from each newsgroup. Table 2 gives statistics of the data sets.

<table>
<thead>
<tr>
<th>Category</th>
<th>Labels</th>
<th># of documents</th>
<th># of terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>alt.atheism</td>
<td>1</td>
<td>300</td>
<td>4632</td>
</tr>
<tr>
<td>comp.sys.ibm.pc.hardware</td>
<td>2</td>
<td>300</td>
<td>3143</td>
</tr>
<tr>
<td>rec.motorcycles</td>
<td>3</td>
<td>300</td>
<td>3664</td>
</tr>
<tr>
<td>rec.sport.baseball</td>
<td>4</td>
<td>300</td>
<td>3745</td>
</tr>
<tr>
<td>sci.space</td>
<td>5</td>
<td>300</td>
<td>4633</td>
</tr>
<tr>
<td>talk.politics.gun</td>
<td>6</td>
<td>300</td>
<td>4288</td>
</tr>
</tbody>
</table>

Table 2. Statistics of Data Sets

<table>
<thead>
<tr>
<th>Collection</th>
<th>F_score</th>
<th>AA</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>alt.atheism</td>
<td>0.692</td>
<td>0.684</td>
<td>0.384</td>
</tr>
<tr>
<td>comp.sys.ibm.pc.hardware</td>
<td>0.791</td>
<td>0.81</td>
<td>0.341</td>
</tr>
<tr>
<td>rec.motorcycles</td>
<td>0.803</td>
<td>0.798</td>
<td>0.332</td>
</tr>
<tr>
<td>rec.sport.baseball</td>
<td>0.832</td>
<td>0.858</td>
<td>0.301</td>
</tr>
<tr>
<td>sci.space</td>
<td>0.793</td>
<td>0.805</td>
<td>0.372</td>
</tr>
<tr>
<td>talk.politics.gun</td>
<td>0.775</td>
<td>0.761</td>
<td>0.376</td>
</tr>
<tr>
<td>Mean value</td>
<td>0.781</td>
<td>0.786</td>
<td>0.351</td>
</tr>
</tbody>
</table>

Table 3. LDA_K-means Cluster Results for 20 Newsgroups Data Sets

We use supervised method to evaluate the cluster results with three popular measures that are Average Accuracy (AA), F-Score and Entropy\[^{25}\].

Experimental Results and Comparison
First, we obtain experimental corpus using natural language processing tools NLTK\[^1\]. The processing

\[^1\]NLTK 3.0: http://www.nltk.org/
contains removing the stop words and extracting the stem. Then, LDA was performed using the open source machine learning tool Gensim\(^2\). Parameter setting for LDA model: the topics are extracted from a single sample at the 2000th iteration of the Gibbs sampler; the hyper-parameters are \(\alpha = 0.01, \beta = 0.05\); topic number is 25 which is determined by Bayesian method (Griffiths and Steyvers, 2004).

Another important parameter for LDA_K-means is \(C_0\). According to 1800 documents and 25 topics, 
\[
C_0 = \frac{1800}{25} = 72
\]

Table 3 shows the LDA_K-means cluster results for 20 Newsgroups data sets. It is shown that rec.sport.baseball gets the best cluster result and alt.atheism gets the worst. From the result of LDA, we find that the data set rec.sport.baseball has more clear topic terms. So, it is easier to find out the typical topic for cluster. That’s why we get better cluster result from data set rec.sport.baseball.

For evaluating the effectiveness of parameter \(C_0\), we give different values to \(C_0\). Figure 3 shows LDA_K-means cluster results for 20 Newsgroups data sets under different values of \(C_0\). We just describe the mean value for evaluation measures. Form figure 3 we can see that we get almost the same results when \(C_0\) equals to 70 or 80. So, we affirm that it must be an interval for \(C_0\), in which we can get best cluster results. In fact, the topic number for LDA changes when running LDA each time. So, we can give parameter \(C_0\) a variation ranges. Cluster results are considered to be effective in this variation ranges.

![Figure 3. LDA_K-means Cluster Results Under Different Values of \(C_0\)](image)

![Figure 4. LDA_KMR Cluster Results for 20 Newsgroups Data Sets in Five Experiments](image)

In this section, we compare LDA_K-means and LDA_KMR. In fact, some researches show that in K-means document clustering, LDA performs better than LSI and pLSI\(^2\). But they don’t consider the initial clustering center when using K-means. So, in this paper, we only compare the document clustering algorithm based on LDA and K-means. The difference is whether initial clustering center is randomly selected before K-means.

Figure 4 shows the results of LDA_KMR clustering repeated five times. Since the LDA_KMR clustering selects the initial clustering center randomly, so we show the average value of the cluster results.

![Figure 4. LDA_KMR Cluster Results for 20 Newsgroups Data Sets in Five Experiments](image)

Table 3. Comparison Between LDA_K-means and LDA_KMR. The Evaluation Measure are F-Score, Average Accuracy and

\[^{2}\text{gensim 0.10.2:Python Package Index. https://pypi.python.org/pypi/gensim}\]
Entropy. Sig.(2-tailed) is the p-value with a 95% Confidence According to the t-test. From table 3, LDA_K-means is significantly more effective than LDA-KMR in respect of measure Entropy. LDA_KMR has high Entropy and great fluctuation in experiments shown as figure 4. Entropy of LDA_KMR is greater than 0.6 in five random experiments. But, we can also get Average Accuracy to 0.72 occasionally shown in figure 4. That means, although we can get good cluster result from LDA-KMR, the structure of cluster is chaos. Besides, LDA_K-means performs significantly better than LDA-KMR on measure F-score. Based on the empirical results reported in table 3, figure 3 and figure 4, we employ t-test for each evaluation measure. From the result in table 4, we can see LDA_K-means performs significantly better than LDA-KMR on each measure with a 95% confidence according to the t-test.

Conclusion and Future Work

Based on the experimental results, we can make the following conclusions. First, experiments performed on the 20 Newsgroups data sets have demonstrated that LDA_K-means works in a stable manner for different newsgroups data sets. It will fluctuate, however, with change of topic numbers. Secondly, we have shown that LDA_K-means performs better than LDA_KMR on 20 Newsgroups data sets. More importantly, compared with LDA_KMR, LDA_K-means achieves smaller value of the evaluation measure Entropy, which means that each cluster from LDA_K-means is derived from fewer topics than LDA_KMR. This demonstrates that algorithm of discovering initial clustering center for K-means can make the latent clustering center more focus on a certain topic. Hence it can improve the cluster effect for K-means.

We have applied this method to six document collections in 20 Newsgroups data sets with good results. However, there are some challenges in applying this method. Most significantly, reasonable values for the number of topics in LDA must be discovered, for which we chose Bayesian method. However, different number of topics still resulted when using Bayesian method each time. Secondly, while our outcomes were obtained in our processing of LDA_K-means using 20 Newsgroups data sets, different types of text, such as scientific literature, Weibo (microblog) short-form text, or other forms of text data should be experimented to further and more thoroughly evaluate LDA_K-means. We intend to address this issue in future work.
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