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ABSTRACT 
 
The goal of this paper is to build machine learning models to predict the wine rating scores.  For this paper, 
we built the five models using the decision tree, random forest, neural network, gradient boosting, and 
clustering algorithms to predict the ratings using the data such as geographic locations, price, variety, 
temperature, longitude, latitude, country, and critics' textual reviews from the multiple datasets.  The wine 
reviews required natural language processing (NLP). For evaluation of the models, the K-fold scores 
method was used.  We found that the gradient boosting algorithm produced the highest performance for 
predictions.  The datasets we used include the wine reviews available from Kaggle, geographical names, 
global land temperatures, and world cities. 
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