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ABSTRACT 

We address the homeland security theme that future attacks might be multimodal, with cyber and 
physical components, where one component is designed to increase the likelihood of success of another. 
Current risk assessment methodologies assess cyber or physical risks separately, potentially 
underestimating risk of integrated attacks, leading to non-optimal selection of security and mitigation 
measures. We provide sample scenarios of integrated cyber and physical attacks for critical 
infrastructures: the maritime transportation system, railroads, sports/entertainment venues, and power 
systems. We review approaches to risk assessment of integrated attacks and illustrate ways to obtain 
relative risk rankings by comparing integrated to non-integrated. 
 
Keywords: Cyber-Physical Attack, Maritime Transportation System, Sports and Entertainment Venues, 
Railroads, Power Systems.  
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INTRODUCTION 
 
There is increasing concern among security experts about terrorist or criminal attacks on critical 
infrastruacture that are multimodal, for example, with a cyber and a physical component. One of these 
attack components is intended to make the target more vulnerable and raise the possibility of a more 
successful second (main) attack component. This paper will discuss such integrated attacks across 
multiple critical infrastructure sectors, namely the maritime transportation system, railroads, sports and 
entertainment venues, and power systems. Commonly used risk assessment methodologies may not 
recognize or evaluate the risk of integrated cyber and physical attacks on critical infrastructure, which 
leads to underestimating risk. Such a risk miscalibration can lead to a non-optimal selection of security 
and mitigation measures. We will discuss the need for new tools for understanding and identifying how 
such attacks might occur, new methods to generate a rigorous understanding of the threats, 
vulnerabilities, and consequences of these attacks. Such tools will help assess risks for such complex 
attacks and assist in identifying countermeasures to minimize the risk of these kinds of attacks. We 
provide specific example scenarios of integrated cyber and physical attacks in the selected critical 
infrastructure sectors, develop methods to examine the threats, vulnerabilities, and consequences of 
integrated attacks on the maritime transportation system (MTS), sports and entertainment venues, 
railroads, and power systems. We also provide recommendations we hope will be useful to critical 
infrastructure stakeholders such as the Department of Homeland Security (DHS), the US Coast Guard 
(USCG), professional sports leagues, the Cybersecurity and Infrastructure Security Agency (CISA), and 
the Transportation Security Administration (TSA). 
  

BACKGROUND 
 
Experts now recognize that “conventional” warfare of the future will include attacks in both the cyber and 
physical domains. Indeed, publicly available military strategy from China (see Segal, 2017), The State 
Council Information Office of the People’s Republic of China 2015), indicates that the Chinese military 
expects to seize information dominance at the beginning of a physical conflict through cyber-attacks.  
 
Similarly, future terrorist or criminal attacks on critical infrastructure will likely be multimodal, with both 
a cyber and a physical component, where, for example, the cyber-attack is intended to increase the 
probability of success of a subsequent physical attack and is not an end in itself (Tucci, 2017). 
 
Depoy et al. (2005) explored physical and cyber-attacks against critical infrastructure and introduced the 
concepts of cyber-enabled physical attacks and physical-enabled cyber-attacks that are in the same spirit 
as the ones we are considering in this work. It concurs with our viewpoint that existing risk assessment 
methodologies do not accurately account for such integrated attacks. 
 
For example, hacking into security cameras at a port increases vulnerability to physical intrusion. Cyber-
attacks could be used before, during, or after a physical attack to heighten vulnerability, magnify 
consequences, or hamper response and recovery actions. An adversary could also exploit a physical 
security vulnerability to install a keylogger or gain physical access to vital cyber systems to prepare for 
subsequent cyber or integrated attacks. While this paper will emphasize the cyber first, physical second 
model, there is also a need to consider other types of integrated attacks, including physical first, cyber 
second.   
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As part of a university-Coast Guard maritime cyber security initiative, a previous study involving some of  
the authors of this work led to the question of how the USCG, or a vessel or facility operator, could 
identify and evaluate potential synergies between cyber and physical vulnerabilities to result in a holistic 
security risk assessment, including consequence management. This work discussed a variety of scenarios 
of combined or integrated cyber and physical attacks and the beginning of understanding their likelihood 
based on the ease of attack and seriousness of potential consequences (Roberts et al., 2019).  
 
Similar ideas were explored for sports and entertainment stadiums (Roberts, 2019). For example, the 
2017 attack at the Ariana Grande concert in the Manchester Arena showed that people leaving an arena 
could be vulnerable. What if they were drawn out in a group by hacking into the arena’s emergency 
communication system or “message board”? 
 
The rail transportation system (including freight, long-distance passenger, or metrorail) provides an 
example of how cyber technology, such as positive train control (PTC) or the European Rail Train 
Management System (ERTMS), has improved performance and reliability. But such novel technology 
can create new vulnerabilities. A recent ENISA report (ENISA, 2023) highlights the increasing global 
risks and attacks on rail systems, including multiple attacks in the US. To date, these attacks have largely 
been on IT systems, but Operational Technology system attacks are increasing in number, including those 
initiated by state actors. Could hacking into the ERTMS, PTC, or the signaling system lead to a 
locomotive stopping at an isolated location, making it easier for a coordinated physical attack to succeed? 
Or could it lead trains to collide head-on, as happened recently in Greece? And what if one of those trains 
were carrying hazardous cargo? (See Swain, 2022 for this and similar examples.) 
 
An integrated cyber-physical risk management approach is also needed for power generation, 
transmission, and distribution. While many experts have analyzed cyber risks to the electric grid, physical 
risks are less commonly investigated. This lack of attention to physical attack is despite power systems 
having considerable physical vulnerabilities, as seen in December 2022 attacks in North Carolina and 
Washington State. It is reasonable to assume that an integrated cyber-physical attack would have 
magnified the negative consequences in those situations. And if it were carried out while authorities were 
focusing on an approaching natural event like a hurricane, with personnel and materials deployed 
elsewhere, things could be even worse. 
 
While ships and ports, railroads, power systems, and sports arenas all have their unique risks, they all 
include cyber and physical elements that must be viewed as part of one system requiring a balanced and 
integrated approach in risk analysis, prevention, protection, response, and recovery. These critical sectors 
also interact with each other, making power system attacks and railroad attacks directly relevant to ports. 
For some stadiums, an attack would also affect a port (e.g., San Francisco Oracle Park, which is directly 
on the waterfront). 
 
RISK ASSESSMENT FOR INTEGRATED CYBER AND PHYSICAL ATTACKS: RELEVANT 

WORK 
 
Regardless of the cause, risk analysis requires considering a range of factors across a scenario timeline, 
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from monitoring or pre-attack surveillance to post-attack response and recovery, including the challenges  
of restoring faith in a compromised system. These general principles apply to all risk analysis reviews, 
including those for integrated cyber-physical attacks. However, as noted, commonly used risk assessment 
methodologies may not recognize or evaluate the risk of integrated cyber and physical attacks on critical 
infrastructure, which leads to underestimating risk and non-optimal selection of security and mitigation 
measures. 
 
There is limited literature on risk assessment for integrated attacks where one attack is intended to make a 
second attack more successful, which is one major motivation for this paper. FEMA has provided 
guidance for risk assessment on coordinated/complex terrorist attacks (Department of Homeland 
Security, 2018). However, the focus is on attacks “that involve synchronized and independent team(s) at 
multiple locations, sequentially or in close succession, initiated with little or no warning, and employing 
one or more weapon systems: firearms, explosives, fire as a weapon, and other nontraditional attack 
methodologies that are intended to result in large numbers of casualties.” Given the generic nature of the 
risk assessment, these types of scenarios do not seem particularly relevant to the problem we are 
addressing. It only refers to goals of threat/hazard and consequence identification, along with the use of 
scenarios to understand hazard impacts. Event-tree literature deals with multiplying probabilities of a 
sequence of events along a tree branch (U.S. Bureau of Reclamation, Security, Safety, and Law 
Enforcement Office, 2015). The multi-hazard assessment literature (e.g., Liu, et al., 2015), Moini & 
Betak, 2014) studies the case of one threat resulting in another but mostly concentrates on impacts of 
natural events like heavy rainfall resulting in mudslides. The “combined events” risk assessment literature 
(e.g., Helander, 2017) concentrates on events that are essentially independent and occur at the same time, 
as opposed to the integrated attacks with which we are concerned. 
 
Adams, Chisnall, Pickering & Schauer (2020) describe the EU’S SAURON Project hybrid situational 
awareness tool, designed to provide situational awareness of “combined” cyber-physical attacks on a 
port. It uses inputs from the physical and cyber domains, analyzes their interdependencies, and develops 
tools to show decision-makers the potential consequences, including cascading effects. Though the tool is 
aimed at situational awareness, not risk assessment, it will be useful in the development of scenarios and 
a risk model. 
 
As noted earlier, Depoy et al. (2005) has a motivation very close to ours. That paper presents an 
“automated” methodology for ranking the risk of different kinds of threats, using water infrastructure as 
an example. It goes into great detail to describe the different assets of an infrastructure facility that might 
be attacked, using an engineering process model and aims to produce a relative ranking of those assets 
that might need additional protection. It discusses ways to identify consequences “of concern,” assesses 
threats using different attributes an attacker might need for a successful attack, and then seeks a 
quantitative measure for asset vulnerability. 
  
There is significant literature on threats to cyber-physical systems, which allow for integrated attacks due 
to the close relationship between cyber and physical. A number of articles in this literature have picked 
up the terminology cyber-enabled physical and physically-enabled cyber of Depoy et al. (2005). For 
example, Tsigkanos et al. (2018) provide a “speculative threat assessment” method based on modeling 
the evolution of topological configurations of cyber and physical systems. However, this is very specific  
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to particular types of models of cyber and physical systems. Nguyen et al,.(2020) and Tsigkanos, Kehrer, 
& Ghezzi (2016) pick up the terminology for various types of cyber-physical systems, such as the power 
grid, but do not consider risk assessments.  
 
 

EXAMPLE SCENARIOS 
 
A National Academy of Sciences review of DHS risk assessment methods (National Research Council, 
2010) pointed out that “Effective risk analysis need not always be quantitative. In particular, the 
generation and analysis of scenarios is an important component of risk assessment and management in a 
number of fields.” As a first step in risk identification, our work has compiled a database of plausible 
scenarios of integrated cyber and physical attacks in each of the four critical infrastructure areas of 
emphasis. Some examples of these types of scenarios we have developed are presented next. 
 
MTS Scenarios 
 
Example 1: Port Facilities 
 
Cyber-physical systems in port facilities are designed to control gates, lights, alarm systems, traffic lights, 
power, and communication systems. Hacking into any of these systems could increase a facility’s 
vulnerability to and/or magnify the consequences of a physical attack (Adams et al. 2020, Roberts et al., 
2019). Turning off the lights, cameras, or alarms could make it easier for physical attackers to get in. A 
spoofed message could direct guards to allow access to malicious personnel and/or vehicles or to 
misdirect cargo. Similar techniques could create a series of false alarms, desensitizing guards to actual 
events, or misdirect security and emergency responders away from the actual target area. Cyber-attacks 
on Terminal Operating Systems or truck scheduling systems could significantly slow cargo movement 
and create crowds of trucks and personnel (in a predictable time and location) that could be the target of 
subsequent physical attacks. 
 
Example 2: Vessel Operating Systems 
 
Malicious actors could introduce malware into navigation, cargo, ballast, or engine management systems 
in a variety of ways. This could be done remotely or as part of a software/firmware update done onboard 
by insiders or by outsiders gaining access via social engineering and weaknesses in a vessel’s physical 
security and credentialing procedures. Regardless of the methodology, attackers could initiate cyber 
actions at a time and place of their choosing, such as when the vessel navigates through narrow channels 
or conducts ballast, cargo, or passenger operations. Distracted and perhaps disabled by the unexplained 
problems, a vessel would be especially vulnerable to physical attacks, even if fail-safe systems 
prevented immediate, catastrophic results from the cyber actions alone. 
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Cyber vulnerabilities and threats to vessel operating systems are well documented. Deliberate hacking 
into the ECDIS (Electronic Chart Display and Information System) has been demonstrated to work 
(AJOT, 2017, (Bhatti & Humphreys, 2014, Zaragoza, 2014)). Blake (2017) gives an example of pirates 
taking control of a container vessel’s navigation system. AIS (Automatic Identification System) lacks 
authentication and is vulnerable to manipulation impacting vessel type, position, heading, and speed 
(Templar Executives, 2014), Zorz, Zorz & Kucan, 2013). Examples of AIS spoofing in the Black 
Seaaffecting multiple ships and leading to false location information are discussed in Blake (2017). Such 
an attack outside a U.S. port area would stop or slow normal activity, creating backlogs that could be 
exploited or combined with physical attacks on port infrastructure and other supply chain elements, 
including rail. 
 
Sports and Entertainment Venue Scenarios 
 
Example 1: Hacking into Vehicles at a Stadium 
 
People travel to stadiums by vehicles, which have demonstrated cyber vulnerabilities to vital systems. 
One study demonstrates how to take control of a vehicle from a laptop and control key systems, 
including displays, acceleration, braking, and steering (Greenberg, 2013). Terrorists could disable one or 
more vehicles on the roadways approaching a stadium before or after a game, possibly causing deaths or 
injuries and adding to the already heavy congestion. The terrorists could then attack the large 
congregation of people, or ambush emergency responders, using conventional weapons. 
 
Example 2: Jumbotron and Drones 
 
Drones could be flown into stadium areas, perhaps only causing minor direct damage but creating a 
sense of panic among spectators. If a terrorist also hacked into public information displays and address 
systems, they could direct the public towards an ambush, leading to many casualties. In 2017, a drone 
flew over Levi’s Stadium during a football game between the San Francisco 49ers and the Seattle 
Seahawks, dropping a payload of leaflets. There are also other examples of drones flying over or 
crashing into fans at major league baseball and college football games (Laris, 2018), and a drone has 
even crashed into the stands at the U.S. Open Tennis tournament in New York (Talanova, 2015). 
Hacking into the Jumbotron seems feasible. In a rail-related incident in 2021, hackers in Iran managed to 
get into the displays nationwide and showed rail passengers false information, making this a plausible 
scenario (Swain, 2022). In a related rail scenario like the Ariana Grande example in Manchester 
mentioned earlier, imagine that hackers take control of the display system in a large terminal and send 
everyone to the same track with a message that a train is about to leave early. The stampedes alone could 
cause major physical damage, but if some bad actors were waiting with weapons or bombs, things could 
be much worse. 
 
 
 
       6 



Western Decision Sciences Institute 52nd Conference, April 2-5, 2024
   

Railroad Scenarios 
 
Example 1: Hackers Disable a Tunnel Pumping and Draining System 
 
Trains go through many tunnels, including some very long ones (e.g., the one under the Hudson River 
into New York). These tunnels require pumping and draining controlled by cyber-physical systems, 
especially after storms. What if a bad actor not only used a cyber-attack to disable a pumping and 
draining system but also ensured that status boards indicated that the tunnel was safe? Such a scenario 
could lead to a train getting stuck or key systems being flooded, with the lights and AC going out, 
leading to serious injury to passengers (Monteagudo, 2021). Physical attacks on track sections on either 
side of the tunnel could further trap the train and its passengers. 
 
Example 2: Control of Signaling Systems Causes a Direct Train Collision 
 
Consider a situation where a bad actor takes control of a signaling or switching system for a railroad and 
directs two trains to travel on the same track toward each other, leading to a head-on collision as 
occurred recently in Greece. Such a scenario is not unrealistic. In 2022, hackers in Belarus took control 
of routing and switching devices to stop trains and also threatened to take down signaling and 
emergency control systems. Similarly, in 2022, hackers in Denmark attacked an ICT service provider for 
DSB (the Danish national rail company), impacting the accessibility of a key safety-critical IT system, 
thereby disrupting DSB operations for several hours (Bastow, 2014, ENISA, 2023, Roth, 2022), Swain, 
2022)). As with the tunnel scenario, these cyber actions could create damage and confusion while 
placing trains in locations where follow-up physical attacks could then occur. This problem could be 
further exacerbated if the trains were carrying hazardous materials. 
 
Power System Scenarios 
 
Example 1: Deliberate Blackouts Leading to Explosions Damaging Power Systems 
 
In 2015 Russian hackers were able to gain access to the control systems of three power distribution 
companies in Ukraine, cause a blackout that left over 230,000 people without power for several hours, 
and then use the chaos to carry out physical attacks on the power grid infrastructure that included cutting 
power lines and using explosives to damage power stations (Lee, Assante & Conway, 2016, E-ISAC, 
2016, Council on Foreign Relations, 2017). The December 2022 physical attack on the power grid in 
North Carolina left thousands without power for many days. Had that attack occurred in conjunction 
with a cyber-attack, the outage would have likely been longer and more widespread, with greater public 
fear and loss of confidence. Some smaller power stations, known as “peakers,” are primarily used only 
when demand is very high and the grid is already stressed. Hackers could monitor routine 
communications among power generators to determine when extra power was needed and then conduct 
a physical, cyber, or integrated attack when the system was most vulnerable. 
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Example 2: Cyber Attacks Lead to Physical Attacks on a Pipeline 
 
A 2021 ransomware attack on the Colonial Pipeline led to fuel shortages across five states and panic 
buying of fuel in many areas. Had the ransomware been accompanied by an even small physical attack, 
it would have required extra physical security and response measures across many miles of pumping 
stations and pipelines and a longer restoration time. An attacker with different motives might have used 
the cyber access they gained to plan carefully targeted physical attacks on the pipeline rather than 
request a ransom. Refineries and tank farms in port areas face similar scenarios. 
 
 

DEVELOPING METHODS OF RISK ASSESSMENT 
 

While the above scenarios may be plausible, they are merely examples and do not help agencies or 
critical infrastructure owners prioritize the threats and associated security investments or help develop 
specific mitigation strategies. Integrated cyber-physical risk modeling should consider the traditional 
components of Threat, Vulnerability, and Consequence in determining the risk of a given attack scenario 
(CISA, 2020). Conducting a traditional risk assessment of scenarios like the ones of interest to us in this 
work is difficult for many reasons. Given the unknowns around the adversary’s capabilities and 
motivations, uncertainty plays into the situation and the overall impact of such an attack.  
 
Traditionally, Risk = Threat x Vulnerability x Consequence, with Threat further defined as a 
combination of an adversary’s capability and intent, and calculating such risk requires an accurate 
estimation of the factors. But there is little or no data for cyber attempts on U.S. power systems, the 
MTS, sporting venues, or the rail system, making Threat hard to estimate. Indeed, this is largely the 
realm of intelligence agencies and services. Depoy et al. (2005) provides estimates of threat that depend 
on different kinds of attributes of an attacker but aims just for high, medium, or low capabilities. There 
are many challenges in estimating Vulnerability (attack success probability). While papers such as 
Depoy et al. (2005) aim to provide quantitative vulnerability estimates, this requires an assessment of 
physical and/or cyber preventive measures or measures to mitigate against asset failure. Depoy et al. 
(2005) discuss the calculation of the probability of a successful cyber or physical or integrated attack 
with probability estimates and approach cyber-enabled physical attacks, for example,  by reducing to 
zero the time required for physical penetration of infrastructure if a cyber-attack is successful. Our 
approach is different. Since the assessment of threats is qualitative, we aim, as a start, to find qualitative 
estimates of vulnerability, too, since statements combining qualitative and quantitative scales can be 
meaningless, in a precise sense of the word (Roberts, 2016). Also, Tversky & Kahneman (1974) argue 
that qualitative comparisons under uncertainty are less likely to lead to errors. There are many types of 
Consequences that can be small or extremely large. If they are large, we would need to estimate 
probabilities accurately, which is extremely difficult. If there are human life, economic, environmental,  
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and psychological consequences, combining them quantitatively into one measure may not be feasible. 
One approach is to analyze the combinations of asset failures that could lead to sufficiently concerning 
Consequences (Depoy et al., 2005), but that requires a detailed analysis of complex cyber-physical 
systems and understanding what failures might lead to what consequences. All of this leads us to take a 
different approach to risk assessments for such types of integrated attacks.    
 
Roberts (2019) has outlined the basic structure of a potential risk assessment approach for integrated 
attacks. The approach does not address Threat factors directly other than acknowledging that adversaries 
capable of integrated attacks exist and will seek targets where the likelihood of success and maximizing 
damage is high. It does, however, take into account the cost of an attack to a bad actor, which, of course, 
is related to the Threat. Vulnerability may be viewed in the context of a specific attack mode against a  
specific target; for example, a truck attempting to crash through a gate or a spear phishing attack 
targeting a specific individual via social engineering. Perceived Vulnerability would invite attacks; 
decreased Vulnerability would incentivize alternative attack methods or targets. A simple risk analysis 
might discount specific Threats because the apparent Vulnerability or Consequences of an attack are 
low. A comprehensive model recognizes that an attack could be just one segment in a broader plan to 
increase Vulnerability or magnify the Consequences of subsequent events.  
 
To illustrate some of our ideas, we suppose that an attacker is deciding between an integrated attack, I, 
using a cyber-attack, A, to enable a physical attack, B, or just using a physical attack, X, aiming at the 
same kind of damage. Which has higher risk, I or X? Obviously, an attacker prefers an attack with a 
higher probability of success, lower cost, and higher consequences. But there are tradeoffs, especially 
when these probabilities, costs, or consequences are relatively close to one another. Let PI and PX be the 
probabilities of I and X being successful, KI and KX be the costs of I and X, and CI and CX the 
consequences. We can treat P as a proxy for Vulnerability, C as one for Consequence, and K as one for 
Threat (though this is quite a simplified approach to Threat).  
 
Let us consider the stadium examples to illustrate how an analysis of relative risk might be done. In the 
jumbotron/drone example, we first observe that hacking into the message board (attack A) seems quite 
feasible. Indeed, hacking into a fire alarm took place at the AFC Championship football game in 2017 
(Thomas, 2017), and such alarms resulted in an automated message on the Jumbotron. Hence, the 
probability of A, PA, would seem to be high. A successful attack A telling people to leave the stadium 
would very likely make attack B at the gates at least as successful as an attack X at the gates as people 
were leaving after a game. This makes the conditional probability PB/A of B being successful given A 
occurs at least as high as PX. Of course, PI could still be less than PX, since PI = PA x PB/A, but since PA is 
high, PI and PX would seem to be close. Moreover, the consequences of I would seem at least as great as 
those of X and possibly much higher. In addition to people getting hurt outside the stadium, many could 
be hurt in a stampede for the exits if an alarm message appears on the Jumbotron. While the cost of I is 
higher than that of X since it includes both types of attacks, the cost of A would seem to be relatively  
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low, and thus KI and KX might be similar. In summary, since CI might be much higher than CX and PI  
and PX and also since KI and KX are likely close, the risk of I might be higher than that of X.  

 
Consider next the vehicle hacking example at a stadium roadway. Here we compare the integrated attack 
starting with a remote hack into a vehicle (attack A) resulting in a physical attack (B) on the resulting 
crowded roadway, as opposed to an attack R using a driver-initiated vehicle-driven ramming leading to 
the same physical attack B on people in the crowded roadway. Here, we compare two integrated attacks, 
I (A followed by B) and X (R followed by B). In this case, the key issue is whether the attacker is 
willing to risk their life in attack X. Surely, conditional probability PB/A is likely to be close to 
conditional probability PB/R. But how do PA and PR compare? PR depends on such defenses at the 
stadium as behavioral assessment of drivers and vehicle screening on roadway approaches. PA might 
decrease as modern cars become more like computers on wheels, with appropriate regular cyber-defense 
updates. But since many cars remain in service for many years, it may be quite a while before PA 
decreases significantly. So, we don’t know how high either PA or PR is, we don’t know whether or not PI 
or PX is higher. Surely CI and CX are likely to be close. If the attacker doesn’t care about being killed, 
then perhaps KI is less than KX in that case. This suggests that under this assumption unless we know 
more about PA and PR, we would think that I is more of a risk than X. 
 

CLOSING REMARKS 
 

How can one best prevent these kinds of integrated attacks or minimize their impacts? And how can one 
compare the value of investing in one kind of countermeasure or another, either pre-attack or post-
attack? Useful resources here are Narayanan et al. (2020) and National Academies (2017) for the power 
grid, National Academies (2016) for rail, and CISA (2023) for the MTS. For instance, in our first 
example, one should investigate questions like: Is there a specific defense against hacking into the 
Jumbotron at a stadium, or more generally against hacking into cyber-physical systems at the stadium, 
or is it more cost-effective to develop security initiatives to protect people from a physical attack? It 
would seem to be much more difficult to compare the benefits and costs of these two approaches 
quantitatively than qualitatively. A key first step is to make comparisons of relative risk, as we have 
done here.   
 
Integrated cyber and physical attacks on critical infrastructure clearly present a complex risk. Our 
discussion has been limited to a single pair of cyber and physical events. One can imagine more 
complicated situations with multiple events. An attack on a cruise ship could be followed by an attack on 
a second cruise ship or simply the threat of such a second or third attack. There could also be cascading 
impacts of events. An attack on a power system that shuts down the power for a period of time could 
leave other systems that depend on power vulnerable, for example. The development of relevant 
scenarios for these kinds of situations is called for as groundwork for the development of methods of 
risk assessment appropriate for these complex situations. In our opinion, detailed scenario building  
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coupled with rigorous comparative qualitative analysis provides an innovative methodology for 
assessing and prioritizing risk, which can help in better allocating resources for preventing and 
responding to cyber and physical threats.  
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